Legal and Social Challenges Posed by the Social Credit System in China
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Artificial intelligence is increasingly present in our lives. Some of its tools may be more present than others in citizens’ daily life, like the Social Credit System (‘SCS’) in China. This paper will present the origin and historical background of the SCS, examine how it works, demystify a few preconceived ideas about it and then compare it with the Western world. Some of the impacts of the SCS on fundamental human rights will also be discussed.
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**Introduction**

Technology and its legal implications can no longer be ignored these days, when “[o]nline activities are no longer a separate domain of existence, but the centre of our human interactions” (Weiler, 2014). The future of the Internet is most likely to be written in Asia: China and India, the two most populous countries in the world, are “the two largest markets for the Internet in the world” (Nilekani, 2018). In 2016, China had 731 million Internet users (Chen & Cheung, 2017).

The future of democracy as we know it could then be decided in China since the “[d]igital age is blurring the distinction of power between citizen and state” (Reede, 2017). In China, the Social Credit System (hereinafter ‘SCS’) “blurs the line between state and non-state actors” and “is [also] instituting cybernetic mechanisms of behavioural control” (Creemers,
2018). Yoshua Bengio, the father of artificial intelligence (hereinafter ‘AI’), comments on the application of AI in the context of the SCS: “Technology, as it gets more powerful ... just leads to more concentration of power and wealth... That is bad for democracy [and] that is bad for social justice and the general well-being of most people” (Kahn, 2019). Feldstein (2019) also writes that the impact of AI “is starting to transform basic patterns of governance, not only by providing governments with unprecedented capabilities to monitor their citizens and shape their choices but also by giving them new capacity to disrupt elections, elevate false information, and delegitimise democratic discourse across borders.” One famous example of such phenomenon is the Cambridge Analytica scandal in 2018 when millions of Facebook users’ personal data was harvested without consent to be used for political advertising (Boldyreva, 2018).

The topic of this paper is to examine the SCS, a national reputation system being developed by the Chinese Communist Party that intends “to enforce a new sincerity culture [that] involves defining, measuring and regulating virtue” (Reede, 2017). More specifically, we will first present the origin and historical background of the SCS; second, we will study how the current SCS works; third, we will attempt to demystify a few misconceptions about the SCS in light of a comparison of similar practices in the Western world; and lastly, we will examine some of the impacts of the SCS on fundamental human rights.

At the outset, it is essential to make a few linguistic clarifications, since otherwise it is easy to be lost in translation. Shen (2018) notes that “the credit reference (征信) system and the social credit (社会信用) system are two different but related concepts. Credit reference covers a smaller range of activities that strictly deal with money and is regulated by the People’s Bank of China.” In addition, Von Blomberg (2018) clarifies that “the term 社会信用, which is translated to social credit, carries a different meaning in the Chinese context”. More precisely, “[t]he term 社会, does not necessarily mean ‘social’, in terms of interpersonal connections. It also is used to refer to ‘society’ or ‘public’. Hence a more accurate translation might be ‘the credit of society/the public’” (Von Blomberg, 2018).

**China’s Expansive and Tentacular Influence**

China is not the only country using AI for surveillance or monitoring purposes. As reported by Feldstein (2019), China is “a major supplier of AI surveillance” all around the planet and has exported its technology abroad in “[a]t least seventy-five out of 176 countries globally” so far. To show China’s expansive and tentacular influence, let us also mention that facial recognition was not only used, for example, in Shenzhen, which “installed facial recognition cameras” (Creemers, 2018) but it was also successfully deployed in Brazil during its famous Carnival in 2019 (Kugler, 2019). It is true as stated by Feldstein (2019) that “[t]his does not inevitably mean that democracies are abusing these systems. The most important factor
determining whether governments will deploy this technology for repressive purposes is the quality of their governance.’

What about China’s quality of governance with respect to the use of facial recognition? The elephant in the room is the use by the Chinese government of facial recognition “to identify and profile members of the ethnic minority, the Uighurs, for the purpose of law enforcement and ideological indoctrination” (Krause Hansen & Weiskopf, 2019; Creemers, 2018). “Ideology is an indispensable aspect in the creation of regime support” in China (Pieke, 2012). If we extend this reality to the use of SCS, it is fair to say that “social scoring systems risk inducing social segregation” (Geslevich Packin & Lev-Aretz, 2016), and it may also be the source of ethnic segregation; the SCS may not be, in that context, multiculturalism-friendly (Lafrance, 2020b). In addition, Chen, Lin and Liu (2018) argue that “the SCS in its current form makes already disadvantaged groups more vulnerable to additional punishments, which is a departure from the principle of equality before the law.” Further, the SCS “creates a separation in society between those with and without access to rights, potentially creating a new form of social and political inequality” (Reede, 2017). On that note, let us keep in mind that Reijers (2019) states that “it seems wrong to assess the [SCS] merely in relation to the potentially nefarious tendencies of Xi Jinping’s administration, exemplified by rampant human right[s] abuses, oppression of minorities, and political persecutions.” The SCS goes beyond that. However, we should not forget that “the SCS is being proposed by the same government that has and is currently detaining hundreds of thousands, perhaps a million, of its ethnic minority citizens in ‘re-education camps’ beyond the reach of its legal system” (Ford, 2019; Fruge 1998).

As Chen (2018) puts it: “China’s goal to become the world’s tech leader must be understood not only in terms of a dominant position in relevant industries and markets, but also in terms of the Community Party’s ambition to use new governance tools to reinvent social governance and social control.” The exact same statement could also apply mutatis mutandis to China’s ‘Belt Road’ initiative.

**Origin and Historical Background of the SCS**

As Carl Sagan (1980), the American scientific and astronomer, once famously put it, “You have to know the past to understand the present.”

In light of China’s history, there does not seem to be anything new with the SCS, at least regarding basic principles and practice. For thousands of years in China, the authorities have “relied on the regional and local governments to collect and report information for decision-making. Under Mao Zedong, the performance of individual citizens was recorded” (Krause Hansen & Weiskopf, 2019), and “only higher cadres and some farmers were excluded” from
having their information reported (Von Blomberg, 2018). Also, “for centuries, [China] conceived society as an organic whole, where harmony can be achieved if all its members conduct themselves as appropriate to their position in public and civil structures” (Creemers, 2018).

Rogier Creemers (2018) recalls that the term ‘social credit’ “was mentioned first in the [1990s], in the context of the market-economic reforms that had started under the leadership of Deng Xiaoping.” Creemers adds that “[f]rom the very beginning, the compliance problem that the SCS is intended to solve has been framed in moralistic terms [,] sincerity ... was indispensable in developing China’s market economy” (Creemers, 2018; Chen, Lin & Liu, 2018). However, there seems to be a point of disagreement in the literature about when the SCS became moralistic. For instance, Shen (2018) writes that “the primary motivation behind creating a social credit system seems to be more economical and social than political”. That being said, these two views share at least one commonality, which is the acknowledgement that the nature and motivation of the SCS has evolved through time. What also remains true is that “[t]he close linkage between morality and authority lies at the heart of China’s political tradition” (Creemers, 2018).

A few years later, in 2002, the “Chinese Communist Party leader Jiang Zemin underscored the need for the nation to ‘strengthen the social credit system in the modern market economy’” (Chen, Lin & Liu, 2018; Creemers, 2018).

In 2007, there were “two important government regulatory documents that defined the top-level design of the social credit system” (Shen, 2018). One of these documents, entitled ‘Opinions of the General Office of the State Council concerning the Building of a Social Credit System’, emphasised “the urgent need to create a social credit system for maintaining a ‘socialist market economy’ given widespread commercial fraud, tax evasion, product piracy, and evasion or abolition of debts to banks in bad faith” (Shen, 2018).

In 2012, the two related objectives of the SCS were laid at the 18th Congress of the Chinese Communist Party (Backer, 2019; Klooster, 2019), which explicitly included “a non-economic dimension” (Chen, 2019):

The first [goal] was the perceived need to remake China’s culture ... Social credit was to contribute to the advancement of the national values of prosperity, civility, and harmony, along with the social values of justice and rule of law. But at first the primary focus was on individual integrity. The second goal was reforming the socialist market economy system.

Exemplifying this new approach, the Chinese Supreme Court published a year later, in 2013, “the names and information of more than 31,000 people supposed to fail or delay their
repayment obligations in civil transactions on its official website” (Chan, 2017; Creemers, 2018). These blacklists are published in a national database (Arsène, 2019). In the same year, “[a] Supreme People’s Court interpretation [document was issued] criminalising the online spread of rumours [, which] is a vague norm that could result in punishing free speech” (Arsène, 2019).

It is the growing and steady “[p]ublic discontent with corruption, public institutions and fraudulent company practices [that] encouraged the Chinese government to launch a plan in 2014 for a full-blown SCS” (Krause Hansen & Weiskopf, 2019; Sithigh & Siems, 2019b; Von Blomberg, 2018; Hvistendahl, 2018; ASAN Institute for Policy Studies, 2017), which “remains the most authoritative blueprint for subsequent SCS efforts” (Creemers, 2018). It was during that year that the “expansion of social credit was formally endorsed” by the State Council in its Planning Outline for the Construction of the Social Credit System (Chen, 2019), which “lays out a more detailed picture about building a unified social credit system” (Shen, 2018). The SCS has three important features: “First, it is not a single system monopolised by the government. ... Second, the document highlights the role information technologies will play in building a social credit system. ... Third, the document points out that rewards and penalties are the keys to making the social credit system work” (Shen, 2018). Develle (2019) states that “[t]he purpose of scoring citizens, companies and public institutions lies in a way to track the extent to which those follow existing laws”. The ASAN Institute for Policy Studies (2017) notes that under the SCS “all Chinese citizens are to be rated in four main areas - administrative affairs, commercial activities, social behaviour, and the law enforcement system. The government plans to establish a mechanism for reward and punishment by 2020”.

How Does the Social Credit System Work?

Shen (2018) points out that the Chinese word 信, which means ‘credit’ or ‘reputation’ or ‘trust’ “is a quintessential concept in Confucian thought. ... The social credit plan could be seen as a tool introduced by the party to cure the social ills of low trust with a good intention but with potentially unpredictable results.” However, Von Blomberg (2018) notes that “all ... key terms in every legislative and policy document, depict[ ] the overall goal that all SCSs aim to reach are [not] unambiguously defined”, including “the lack of a clear definition of the key concept of the SCS: trust.” This raises the following fundamental question: how could the SCS comply with the rule of law when “officially imposed norms of ‘trust’, which are vague and constantly expanding, weaken the role of clear and predictable legal rules in guiding and regulating social and individual behaviour” (Chen, Lin & Liu, 2018), even though “governing the country in accordance with the law” is enshrined in China’s constitution (China, 1961)?
As previously touched upon, the SCS “uses information technology to transform the manner in which Chinese government authorities manage both state and society” (Creemers, 2018). As Arsène (2019) summarises it, “[t]he Social Credit System is intended to solve a wide range of social issues in four fields: governmental affairs, trade, society and the judicial system” (see also Shen, 2018). Practically, it is “framed as a set of mechanisms providing rewards or punishments as feedback to actors, based not just on the lawfulness, but also the morality of their actions, covering economic, social and political conduct” (Creemers, 2018). The score is “based on data points including online purchases, posted content on social media, and the sort of friends one has” (Creemers, 2018). Muellerleile and Robertson (2018) also indicate that “[t]he plan is for the score to automatically update based on innumerable digitally traceable social interactions from minor traffic violations to using the Internet to falsely accuse others, to whether one has provided suitable care for aging parents” (see also Creemers, 2018; Hvistendahl, 2018). As Creemers (2018) puts it: “While no punishments would result from a poor score”, the consequences of a poor score or of being blacklisted are quite damning. A question that remains unanswered is “how the system will approach rehabilitation of judicial offenders assuming that their low credit scores would make it increasingly difficult to access spaces and opportunities that would help raise their scores” (Reede, 2017). In addition, Creemers (2018) notes that “[t]he blacklist systems have received criticism both inside and outside of China, addressing both the principle of the punishment system and reported instances where the system did not work as prescribed.” What if the SCS were to be hacked as it happened to Equifax, the American credit scoring business, when about a hundred forty-file million files were hacked (Hvistendahl, 2018)?

The SCS may impose a “tyranny of the past”, using here the expression crafted by Dumbrava (2019). An example of such tyranny is the Chinese high school teacher who was put in 2019 “on a ‘social credit blacklist’ ... because he had used corporal punishment on students who had skipped school” (Arsène, 2019), which will make it difficult for him to find a job in the future. While the authors of this paper do not condone corporal punishment on students, another important question that must be raised in that context is, as raised by Arsène (2019), “the proportionality of sanctions relative to offences” under the SCS, because of the potential impacts on someone’s professional and personal life, and also mostly because “the blacklist mechanism already enacts the same group of punishments on everyone on the list regardless of their respective trust-breaking action” (Von Blomberg, 2018). In addition, “the punishment jointly imposed by multiple government agencies under the SCS constitute an additional layer of broad and disproportionate sanctions” (Chen, Lin and Liu, 2018).

The SCS initiatives are concurrently – but not independently – run by State and private initiatives where “the best-known example of these [private] systems is Sesame Credit” (Creemers, 2018). The sources of the information collected that populates the database are both public and private (Orgad, 2019). Both government agencies and the private sector are
to share their information with the security authorities (Schwarck, 2018). Sesame Credit, a private entity embedded in Alipay, has about 520 million users and provides a score for individual users: “The score derives from five dimensions: credit history, fulfilment capacity, personal characteristics, behaviour and preferences, and interpersonal relationships” (Shen, 2018). Chen and Cheung (2017) make a distinction between the Sesame scoring system and the SCS State system, which is that the former is voluntary, and the latter is mandatory. But it is worth mentioning that Sesame Credit also has a blacklist of more than six million people who did not pay their legal fines (Hvistendahl, 2018). Many of those people were blocked from buying an airline ticket (Chen & Cheung, 2017).

In short, “three versions of the Chinese Social Credit System can be distinguished: China-wide blacklists, compliance scores by pilot cities, and social credit scores by financial institutions” (Siems and Sithigh, 2019a; Von Blomberg 2018).

**Misconceptions about the SCS: Could East (Eventually) Meet West or Vice-Versa?**

Because the SCS is “not well understood outside China” (Backer, 2019), let us now turn to the issue of the “similarities and differences between scoring systems in China and in the West” (Lagioia & Sartor, 2019) in the context where “[c]redit scoring has also developed in the [United Kingdom] and across Europe” (Síthigh & Siems, 2019b), and also in North America.

For the Western readership and for the others who may also have access to Netflix, “a common frame of discussing the Chinese Social Credit System is an episode of the science fiction series *Black Mirror*” (Síthigh & Siems, 2019b), more specifically the episode titled *Nosedive*. In that dystopian episode, the protagonist lives in a dystopian world that provides currency and social status to people according to their rate. In this rating system, people can rate each other with stars out of five, via a social media application, which is based on posts, likes and ratings that are mostly used on smartphones. Síthigh and Siems (2019b) state in that regard, “[t]he intuitive parallel to the Chinese system is that, here too, individuals are rated with a single score and that this score can have for a variety of consequences”. This even led a few authors to qualify this science fiction episode either as a “similar real-life version of [the SCS that] is now undergoing implementation in China” (Reede, 2017) or that *Nosedive* “has already become reality” in China (Hvistendahl, 2018).

Conversely, Síthigh and Siems (2019b) insist on the fact that “there are some profound differences. The most obvious one is that the Social Credit System is not based on the subjective ratings by other citizens.” In addition, the SCS “is apparently not equipped to centralise and share the raw information that each department holds about citizens” (Arsène, 2019) In fact, the SCS “has no equivalent elsewhere in the world ... the Chinese social credit
system extends from finance to almost all areas of social life” (Shen, 2018) – but “how unique is China?” (Lagioia & Sartor, 2019). The goal of the Chinese government is to encourage all citizens to change or adopt certain types of behaviour (Hvistendahl, 2018); it “actively engage[s] in changing society” (Liu, 2019). As Upendra Baxi (2020) describes it: “One can safely say that human brains or human species (homo sapiens) is fast becoming machina sapiens, with all its bright aspects and sinister sides.” While the SCS aims at changing human beings for the best – there remains the question of the scope and definition of what is to be considered ‘best’ – its more sinister sides are hardly deniable. For example, according to Reede (2017), the SCS changes “citizenship from a basic right to a reward that individuals must constantly work to maintain and compete for.” The ultimate objective of the SCS is to have every one of China’s 1.4 billion citizens to fall under its authority (Kim, 2019; Palin, 2018) but it has not “reached the stage where each individual is given a number ‘score’ ... as imagined in the fear-inspiring episode Nosedive” (Chen, Lin & Liu, 2018).

Several aspects of the SCS require clarification and need to be demystified.

First, as Creemers (2018) recalls, “it is mistaken to conceive the Social Credit System as a single, integrated entity.” There is not at present, contrary to what some seem to suggest (Ford, 2019), a unified social credit system in China (Backer, 2019; Liu, 2019; Shen, 2018) but “a range of initiatives aimed at documenting the behaviour of citizens to punish breaches of social trust and reward trustworthiness” (Klooster, 2019). Using AI, the SCS rates both businesses and individuals (Chen & Cheung, 2017) with the caveat that “privately owned credit rating systems do not yet play an indispensable role in the SCS, contrary to what has been (mistakenly) reported in major media platforms” (Chen, Lin and Liu, 2018). The SCS “rewards and punishes citizens based on characteristics such as honesty, norm-following, and general courtesy” (Kugler, 2019). It is a “system of systems” (Sel, 2019). For example, “[m]any local [Chinese] governments also construct their own municipal SCSs and reconfigure the meaning of ‘trustworthiness’ and ‘credit’ in their local practice” (Liu, 2019), “each with their own distinctive characteristics” (de Filippi, 2019; ASAN Institute for Policy Studies, 2017). In addition, Sithigh and Siems (2019b) note that “[a]t present, three different models operate: China-wide blacklists, compliance scores by pilot cities, and social credit scores by financial institutions.” Therefore, it is inaccurate, as pointed out by Sithigh and Siems (2019b), to describe the SCS “as a big-data-driven comprehensive rating of all Chinese citizens”

Second, while the SCS “is part of an openly declared and widely propagated effort to instil civic virtue” (Creemers, 2018), it then becomes “potentially useful ... for social governance” (Liu, 2019). Could it then be true that the SCS is “[s]imilar to credit scoring in the United States, though on a colossal scale”? (Muellerleile and Robertson, 2018). It is true that the “United States has implemented Credit Scores-numerical calculations describing a person’s
ability to secure loans, financial well-being, and much more” (Kim, 2019), but it certainly does not go as far, for example, as public shaming, which “has long been a measure of the Chinese government to exert additional pressure on suspects and, more importantly, to make an example out of a person as to warn the public from violating rules” (Von Blomberg, 2018).

Third, as Sithigh and Siems (2019b) put it, “understanding the Social Credit System as ‘merely’ a tool of state surveillance misunderstands the diversity of the current system” even if “China is widely regarded as a surveillance state” (Daum, 2019). It is not a centralised surveillance tool of governmental control that collects people’s biodata, online speech, and social networking” (Liu, 2019).

Fourth, Sithigh and Siems (2019b) also add that a “frequent reaction is that the Chinese Social Credit System is incompatible with Western political and cultural values. For example, it has been suggested that it may be suitable for an authoritarian political system, but not a liberal democracy”. But it should not be forgotten that the SCS “derives from its Western counterparts” and that “Chinese law may, in many respects, not be fundamentally different from its Western counterpart” (Sithigh and Siems, 2019b). This then “raises the question of whether Western liberal democracies are heading towards the implementation of similar systems” (Reede, 2017). One author even goes as far as to suggest that “a well-designed Social Credit System might make western capitalist societies more just” (Klooster, 2019). Liu (2019) adds that “[w]e need to conceptualise Chinese SCSs not as a dystopian technology that could only exist in authoritarian societies, for its fundamental assumptions, practices, and implications [because they] are not that far away from the Western democratic societies”. Indeed, “[f]or instance, some countries use a point-based immigration system. Another example across many European states is the introduction of ‘penalty points’ as a method of enforcing road traffic law” (Sithigh and Siems, 2019b; Hvistendahl, 2018). Some courts in Western countries also use scoring in the context of predictive system to determine the risk of recidivism (Lagioia & Sartor, 2019; Lafrance, 2020). All these examples remain marginal, and the objective (at least for now) in western countries is not (at least for now) to use scoring in all aspects of life.

Lastly, “[u]nlike most credit score products in Western societies, the credit reference reports do not derive a holistic score for individuals and enterprises” (Shen, 2018) “covering all aspects of personality” (Lagioia & Sartor, 2019), including the punishment of citizens for “purchasing too much junk food or video games, which are not forbidden by law” (de Filippi, 2019; Kim, 2019). This kind of control goes beyond the parameters of what is provided by law, and then it introduces “a new type of normativity” (de Filippi, 2019). The SCS is also driven by the Chinese government, rather than by private actors (Lagioia & Sartor, 2019) as in the Western world where, “with some exceptions, western rating systems are voluntary, not
mandatory” (Orgad, 2019; Kim, 2019).

**Discussion: Impacts of the SCS on Fundamental Human Rights**

To the question de Filippi (2019) asks: “To what extent does the SCS comply with the fundamental principles of democratic legal systems and human rights values?”, Orgad (2019) seems to answer in broad terms, when he writes that in China the human rights affected by the SCS “are fundamental: education, health, housing, as well as freedom of movement, human dignity, and privacy issues.”

Aras and Irawan (2018) define a “dictatorship or authoritarian system” as a government that is “ruled by a few people or a particular group. In this system, the power of the state covers all aspects of the state and society.” As previously stated, not only does the SCS aim at regulating citizens’ behaviour but it also aims at changing it. Lagioia and Sartor (2019) argue that “the Chinese SCS ... has been designed and implemented by an authoritarian government. Though the Chinese SCS has been presented as an implementation of a model of social virtue, inspired by the Chinese Confucian traditions, there is no warranty that it is not driven by goals of political control.” In that respect, de Filippi (2019) states that: “China’s SCS stands in contrast with the democratic concept of the rule of law ... and rather implements a rule by law – whereby law is used as a tool to command and discipline people, as it is generally done in authoritarian regimes.” Therefore, it is fair to suggest about the SCS, as Reijers (2019) does, that because “the ‘making’ of citizens implied in [the SCS] limits the political freedom of citizens to act virtuously, [it] promotes dictatorial rule”, and then the SCS could be qualified as a ‘dictatorial tool’.

As Chen and Cheung (2017) report: “Whilst the use of big data analytics in the context of credit scoring and the rating of individuals is not unique to China ... What differentiates China [among other things] is the scale of the data collected [and] the scope of its use ... When big data is harvested by governments, the worry is that the totality of individuals’ lives will be captured, that citizens will be monitored and that the Orwellian state will become a reality.” As Ford (2019) puts it:

> Respecting human dignity requires at least three things from the state: it requires that the state not offend – at a minimum – basic individual human rights; it requires the rule of law, when questions of individual rights and responsibilities intersect with coercive state power; and it requires that the state not be utterly panoptic, so that individuals have some scope for autonomy and privacy in their lives.

The SCS took that autonomy and privacy away, but how the right to privacy should be understood in the technological age in the context where “[t]he utilisation of social information for financial ranking purposes poses a number of policy challenges [including]
privacy issues” (Geslevich Packin & Lev-Aretz, 2016)?

Shen (2018) recalls that in 2017, “China issued a new regulation on protecting personal information.” According to Liang, Das, Kostyuk and Hussain (2018), China’s “privacy regulation can be flexibly interpreted by political leaders to achieve a goal of implementing SCS-state surveillance and control.” These authors (Liang, Das, Kostyuk and Hussain, 2018) also observe that “Chinese laws regulating the privacy are scattered across sectors and different laws”. More specifically, Chen (2018) notes that “[u]ntil the Cybersecurity Law, which went into effect on June 1, 2017, China lacked a legal framework to govern personal data protection”. In spite of an existing legislative framework protecting privacy in China, some authors even still claim that privacy protections are lacking (Krause Hansen & Weiskopf, 2019). Even though this last statement may be arguable, it remains true that the flexibility given to Chinese leaders to interpret the privacy regulation constitutes both a political and a legal issue. Sithigh and Siems (2019b) state that “[i]t is clear from case law on privacy as a human right that the most extreme forms, such as the compiling and use of a ‘blacklist’ of workers on the grounds of their trade union activity, is suspect” or, as stated by Klooster (2019), “there is a serious concern regarding privacy” in that context.

Conclusion

The question that is on everybody’s lips is: “Will China’s Social Credit System lead the way to a dystopian future?” (Siems and Sithigh, 2019a). Siems and Sithigh (2019a) answer their own question saying, “this very much depends on the way the Chinese models as well its western counterparts evolve.” The authors of this paper could not agree more. In other words, the future will tell us. But safeguards to protect and preserve human rights, such as the right to privacy, should never be traded away in that context from the citizens’ ‘Social Contract’ concluded with the State (Rousseau, 1762).
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