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Universities sit on a huge databank, from admission data, student academic data, to the alumni data. However, unlike the financial or telecommunication industries, universities often do not see it as critical to harness these data for strategic decisions. In this paper, we explore data analytics by visualisation to enable a data dashboard for strategic decision in the case of Universitas Pelita Harapan (UPH). We perform initial interviews with selected deans and university leaders, then develop and present various academic data visualisations. Focus group discussions were then performed with deans and leaders to identify various ways they envision use of the data. The identified important indicators for the data dashboard include number of students, GPA, lecturer/student ratio, graduation time, class sizes, number of failing students, number of full time/part-time lecturers, and students’ feedback on lecturers. Some examples of GPA and admission data are presented in this paper to illustrate the potential usefulness of data analytics. In discussion with deans and university leadership, we found potential uses of data analytics to include: increasing admission numbers/quality, providing early warnings for failing students, optimising teaching process and utilisation of resources, and optimising the faculty workload. The success of learning analytics seems to involve the careful design of observation data into the learning settings. The usefulness of data analytics must be balanced with the awareness of its limitations, as was shown, e.g., by the case of Google Flu Trends (GFT). Availability of skilled data scientists, wisdom in institutional strategic decisions, and awareness of ethical issues involved with data analytics is becoming more important with the implementation of data analytics.
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Introduction

Every university-level strategic decision, such as opening a new program, starting an innovative new education scheme, or simply expanding existing programs, need to be guided by concrete data and facts. Data analytics can also be very useful to optimise resources or increase the quality of admission and education processes. This paper reports an exploration of how data analytics can be utilised for strategic decision making in the case of Universitas Pelita Harapan (UPH), Indonesia.

Data analytics can be performed in the learning management level to observe the performance of learners and to design a learning improvement intervention. With the availability of real-time insights into the learning experience, suitable learning activities and resources can be provided for students who are at risk (Siemens & Long, 2011). Such application of data analytics is often termed learning analytics. In US colleges and universities, graduation and retention rates are considered important indicators. For four-year degree programs, the average graduation rates at public and private universities in the US can be as low as 20% to as high as 65% (Picciano, 2012). Thus, learning analytics that can identify and give early warnings about students at-risk are deemed crucial.

On the other hand, data analytics can also be applied in the macro level of strategic decision making, where the dashboard shows historical or real-time data on how the businesses (university, units, schools, or departments) are performing. Such data analytics is often termed academic analytics or business analytics (Van Barneveld, Arnold & Campbell, 2012).

The challenges for making use of data analytics for education include the building of a reliable data sharing network for the whole university. Details such as relevant indicators and similar data format must be designed carefully to enable reasonable analysis and comparison (West, 2012). Other requirements for data analytics adoption in higher education include the support of university leaders, who are committed to evidence-based decision making, and the availability of skilled data analysts (Van Harmelen & Workman, 2012). Although the adoption of data analytics may imply considerable investment that includes the process of cleaning, integrating and visualising data, the scale of implementation can be chosen to start from a level that can be managed at the current context of the university. Localised implementation can be planned, e.g., data analytics for admission, or scheduling resources, or alumni donation management.

Besides the business/academic analytics vs the learning analytics model for higher education, data analytics approaches can also be classified into a descriptive, predictive, and prescriptive model (Daniel, 2015). The descriptive analytics describe and analyse historical university data to find and recognise useful patterns, such as student enrolment, graduation rates, etc. The predictive analytics estimate the likelihood of future events, risks and opportunities that could
be caused by some hidden factors not yet revealed in the descriptive analytics, such as demographic factors. Predictive analytics may include categories such as data mining, predictive modelling, simulation, and forecasting (Rajni & Malaya, 2015). The prescriptive analytics combines descriptive and predictive analytics to provide informed choices for the university based on valid and consistent predictions.

Aldowah, Al-Samarraie & Fauzy (2019) reviewed 402 studies of educational data mining (EDM) and learning analytics (LA) in higher education and found that the most common data mining techniques used in the studies are: clustering, association rule, visual data mining, statistics and regression. Typical purposes of using EDM and LA include: predicting dropout and retention, monitoring and evaluation of students’ learning, predicting students’ performance and success, and evaluation of learning materials. Ekowo & Palmer (2016) claimed that predictive analytics could be used for targeted student advising, adaptive learning, and managing enrolment.

Research into LA to provide intervention for at-risk students seems to be popular. Such research usually utilises student's online behaviour data to monitor students’ learning. However, an early study of the benefits of online interaction did not show any significant improvement in students’ performance with passing grades (Davies, 2005). Thus, simply encouraging more online discussions does not automatically lead to higher grades. Jo, Yu, Lee & Kim (2015) also found that total studying time in LMS (Learning Management System), interactions with content, interactions with peers, and interaction with instructors, did not predict final grades. Macfadyen & Dawson (2012) also point out that unless learning analytics data are presented to those involved in strategic institutional planning who have the power to motivate cultural change and new policies, data analytics numbers alone might not be helpful. Furthermore, using students’ data for monitoring might also pose some new ethical dilemmas (Lawson et al., 2016).

This paper focuses more on academic analytics or business analytics opportunities in Universitas Pelita Harapan (UPH). However, some learning analytics approaches will also be discussed in the discussion section below.

**Methods**

This paper reports the result of exploring data analytics in the context of Universitas Pelita Harapan (UPH), Indonesia. We performed initial interviews with the deans of several selected departments to identify meaningful indicators and their specific needs for the data analytics dashboard. The faculties include the School of Nursing (SoN), School of Music (SoM) and the School of Hospitality (FPar).
In this paper, we focus on visual data analytics. Selected indicators identified in the initial interviews were explored and visualised to be presented before the deans and university leaders. Confirmatory discussions were then performed with the deans and leaders to estimate the possible uses of the data dashboard. Samples of data visualisations are presented in this paper to illustrate the potential of applying data analytics for higher education.

Results

The initial interviews with the deans and university leaders identified these important indicators: (1) Number of students, (2) GPA, (3) Faculty/student ratio, (4) Ratio of full time/part-time lecturers, (5) Lecturer's Workload, (6) Graduation time, (7) Admission numbers, (8) Number of faculty’s research/publications/community service.

The UPH SoN is running a tight scholarship program for the training of nurses. Their primary concern involves preventing students from failing classes (or down-cohorting). FPar is also concerned about failing students, especially in the Liberal Arts core courses, which were deemed difficult for some students. Since the Liberal Arts courses and the SoN have already utilised a large portion of the Learning Management System (LMS, Moodle) in UPH, the application of some learning analytics to provide early warning for failing students might be possible.

The UPH SoM is interested in the analytics of alumni data since musicians can work in many branches or capacities: e.g., music educators, artists/performers, music creators, sound engineers, music therapists, advertisements, etc. The availability of data analytics based on the alumni database can provide guidelines for the SoM to tailor their curriculum for the job market needs, and perhaps also to organise a more effective alumni donation effort.

Figure 1 displays the visualisation of GPA percentage of Hospitality students (a) and Management students (b), which provide a quick overview of the performance of students from 3 different cohorts in two consecutive semesters (top: odd semester 2013, bottom: odd semester 2014). More than 50% of the Hospitality students show a “high” GPA (blue), compared to most (around 50%) of the Management students, who show a “normal” GPA (yellow). Management students also consistently show more percentage of students having a “low” GPA (green) compared to Hospitality students (although still well below 20%).
Comparing the three cohorts (2013, 2014 & 2015), the cohort 2013 from both Hospitality and Management students show a consistently lower percentage of students with “low” GPA (green). Such descriptive patterns may give departments the impetus to analyse and adjust their learning processes. Are the students from 2013 with comparatively less low GPAs relatively better than other cohorts? Or is it because they have adapted longer to university life that they began achieving higher GPAs? On the other hand, are the higher GPAs (blue) of more senior students (cohort 2013) typically lower compared to cohort 2014 & 2015 because they have experienced more difficult courses?
Figure 2. Students from groups of high school (admission data) who perform with “low”, “normal” and “high” (bottom, middle, top) GPA in the Hospitality department.

Figure 2 displays the number of students performing with “low”, “normal” and “high” (bottom, middle, top) GPA coming from certain groups of high school based on the admission data. Students from the high schools in group 1 (including group 1a, 1b & 1c) are performing consistently with “normal” or “high” GPA. Whereas students from group 2b & 3 are included among the students with the “low” GPA. Therefore, the data show that the grouping used by the admission office is reasonable for these group of students from the Hospitality department (group 1 schools are considered better schools than group 2b or group 3). If similar data for other departments show some deviations, for example, many students from group 1 schools deliver a “low” GPA, then perhaps the grouping for those schools can be analysed further or adjusted. This type of visualised data – although rather difficult to read – begins to promise certain predictive power, given they provide consistent patterns.

When the GPA of students is displayed according to the admission ranking of those students, we get Figure 3.
Figure 3. Students from admission ranking group 1, 2 & 3 (Green, Black & Red) who perform with “low”, “normal” and “high” GPA in Management department (top) and Accounting department (bottom).

Figure 3 compares the data from the Management (top) and Accounting (bottom) students. The high GPA students are mostly coming from admission rank 1 & 2, and the low GPA students are mostly coming from admission rank 2 & 3. Moreover, the data shows that a higher percentage of students from admission rank 1 & 2 can achieve a higher GPA in the Accounting department than in the Management department.

Other data that have been explored and visualised include (1) full time vs part-time lecturer ratio, (2) lecturer's workload per semester, (3) size of classes and percentage of failing students in the class, (4) failing percentage in certain key courses, (5) and student questionnaires on lecturers. The full-time vs part-time lecturer pattern can give suggestions on recruitment policies. Lecturer’s workload patterns can suggest in which semester lecturers can have more freedom in conducting research. Numbers on class sizes, failing students, and lecturer’s evaluations by students can give ideas to create a better learning experience for students.

Discussion

In the affirmative discussions with the deans and university leaders, data analytics are seen to be useful to improve several areas: (1) increase admission numbers/quality, (2) optimise research and teaching (increase the number of research activities or the quality of student
questionnaire results), (3) optimise resource utilisation (funding, classes, facilities, duration of the study), (4) optimise faculty workload, and (5) increase retention rates.

Although hopes are high for data analytics usefulness, some requirements are needed for the successful use of data analytics. Data always need sensible interpretation. An experienced reader may focus on the right features of the data and ignore the irrelevant artefacts to come to correct and useful conclusions. Handed to an untrained reader, data may be easily misinterpreted and become useless. The gain of data analytics is thus determined by the expertise of the data scientists interpreting the data.

Take the simplest form of student data: the GPA. The GPA might be averaged or sliced according to certain thresholds to indicate high, normal and low GPA, as shown in Figure 3. However, it cannot be generally concluded that higher GPA from one department is better than lower GPA of another. The department with the lower GPA might have been more rigorous than the department with a higher GPA. In Figure 3, for example, there can be two possible interpretations. Either the Accounting department provides a better learning environment (smaller class sizes, better lecturers, etc.) so that more percentage of students from rank admission 1 & 2 can achieve a higher GPA. Or the Management department is more rigorous in grading so that a lower percentage of students from rank admission 1 & 2 achieve a higher GPA.

Interpreting data requires good intuition into the business processes. Take, for example, the admission data. If we look at the admission data: e.g., 80% applicants follow through the process of applications, 20% are admitted (and fewer than 20% are finally enrolled), it seems that the efficiency for the admission process is very low, even lower than 20%. However, an experienced administrator would know that a good university usually has a very high number of applicants, and the admission rate can be even lower than 10%, for example, the Ivy League universities. So, every piece of visualised data can have multiple interpretations. It is thus imperative to discuss the interpretation of data with the stakeholders to arrive at good useful conclusions.

In our observations on many descriptive datasets, the more relations or additional variables explored between different datasets, the higher the potential to identify useful inference or predictions. For instance, comparing GPA data alone between different departments may not be extremely useful for interpretations. However, relating the GPA data with admission ranking or high school groups (from admission data) might facilitate better interpretation of the GPA data. Such data combination might also confirm or deny the efficacy of the admission (ranking) process. Another example is the data on classroom utilisation. Initiatives for the efficiency of classroom utilisation might be more sensible if the size of the rooms and the number of students are considered.
The discussions with deans and university leaders seem to suggest that the availability of data visualisation is only the first step towards the evolution in refining institutional processes and policies. As soon as deans and leaders see the data, they will come up with more ideas of potentially useful data and how to use them. On the other hand, to ensure the availability and integrity of certain data, some business processes and policies must be enforced or changed. So, it seems to be beneficial to start the iteration cycle early, rather than waiting for the perfect availability of data to reap the benefits of data analytics.

The UPH School of Nursing (SoN) and Hospitality (FPar) are very interested in using data analytics to help failing students. High interest in using learning analytics toward such application is also reflected in many research results. However, using learning analytics for at-risk students might not be as straightforward as it may seem. It was found that online interaction (Davies & Graff, 2005), as well as online interaction with peers, content and instructor (Jo, Yu, Lee & Kim, 2015), did not predict final grades. However, Davies & Graff (2005) also noted that students who failed courses tended to interact less frequently. Jo et al. (2015), on the other hand, also found that the total login frequency in LMS and the assignments and assessment composites showed a significant correlation with final grades.

It has been observed that a student's performance improved after being approached for learning analytics-based intervention (Wong, 2017). However, the critical question might be, whether learning analytics allow lecturers to identify at-risk students that would be typically missed (Jayaprakash et al., 2014). That would be true for large classes with 100+ students. However, in small classes, the added value of learning analytics would seem to be smaller, especially if the cumulative GPA is shown to be the strongest predictor, overshadowing all other factors, including partial grades, forum posts and content read (Bainbridge et al., 2015). Lauria et al., (2013) also found that cumulative GPA is the element that is most predictive of student outcome. In that case, lecturers may simply pull up data of a student’s last GPA to estimate which students might have difficulties with their class.

Gašević, Dawson & Siemens (2015) remind us that learning analytics is about learning. Thus, much available data that can be extracted from the LMS may not necessarily relate to the condition of learning itself. In their studies, Gašević et al. (2016) found different patterns of LMS trace data effect on academic success. Some variables were not significant predictors for academic success. In contrast, variables that were significant predictors in the general model were not found to be significant predictors in specific courses or vice versa. Furthermore, one variable showing a positive effect on academic success in one course might show a negative association in another course. Thus, attention to the instructional conditions (internal and external) is crucial for the productive use of learning analytics.

Jovanovic et al. (2017) observed students’ learning in a flipped learning situation and did clustering on the learning sequence data to identify different patterns of learning strategy.
Students with *intensive* and *strategic* learning patterns, who showed higher engagement with learning materials, also showed higher exam performance compared to the larger group of students with *selective* learning strategy, who showed lower engagement. So, it is possible to design learning analytics that informs lecturers of students’ different learning strategies: *deep approach* with critical evaluation and synthesis of information-driven by intrinsic motivation vs *surface approach* dominated by shallow cognitive strategies and extrinsic motivation. However, such learning analytics must be built into the instructional design, and cannot be done by simply observing login, clicking or posting behaviours.

UPH SoM (School of Music) is more eager to use data analytics to track the alumni’s career. For the community of musicians, looking out for career opportunities and challenges seems to be more important than just concerns about grades or exam performance. It is possible to design clustering analytics or predictive modelling with the combination of academic data and alumni data that can be used for career advisement or curriculum evaluation.

### The Limits of Big Data and Data Analytics

Data analytics is a powerful and useful tool, but not without limitations. Mayer-Schönberger & Cukier (2013) popularised big data predictive power with the example of Google Flu Trend (GFT) in their bestseller book. It is claimed that Google can predict the activity of influenza-like illness in the regions of the US within one day’s lag by analysing large numbers of Google search queries (Ginsberg et al., 2009). The hype of big data can be summarised by what Mayer-Schönberger & Cukier wrote (2013):

> As humans, we have been conditioned to look for causes, even though searching for causality is often difficult and may lead us down the wrong paths. In a big-data world, by contrast, we won't have to be fixated on causality; instead, we can discover patterns and correlations in the data that offer us novel and invaluable insights. The correlations may not tell us precisely *why* something is happening, but they alert us *that* it is happening.

The optimism of big data can be stated like this: because of the sheer amount of data, we can detect patterns accurately in real-time (through correlations), without even knowing the causes of those patterns!

However, the optimism of the paper published by the Google scientists was quickly refuted by the failure of GFT to predict the swine flu pandemic that hit the world in 2009 (Salzberg, 2014; Olson et al., 2013). In February 2013, the GFT was predicting more than double the proportion of doctor visits for influenza-like illness than the Centers for Disease Control and Prevention (CDC), and the GFT has missed peaks for 100 out of 108 weeks in 2011 (Lazer et al., 2014).
The poster child of big data soon became the poster child of the foibles of big data (Lazer & Kennedy, 2015).

The problems with the GFT include: (1) Accidental strong correlation with other search terms unrelated to the flu (2) Dynamic changes in the Google search algorithm, and (3) Recommended search terms that increase the relative magnitude of specific searches (Lazer et al., 2014; Lazer & Kennedy, 2015). The main problem with the optimism on big data and data analytics is written by Lazer et al. (2014) as follows:

However, the quantity of data does not mean that one can ignore foundational issues of measurement and construct validity and reliability and dependencies among data. The core challenge is that most big data that have received popular attention are not the output of instruments designed to produce valid and reliable data amenable for scientific analysis.

Thus, it is not true that the causality behind the observable correlation patterns can be ignored simply because of the immense quantity of data! Even more, observing live data means dealing with changing dynamics of causalities and noisy data. We can have overfitting phenomena, where our predictive models match too closely to specific noisy samples, that the models are highly predictive for those samples, but not for the general population (Provost & Fawcett, 2013).

Gibson & Ifenthaler (2017) pointed out the preparation needed for education researchers to be able to deal with research in big data, which includes the awareness of the limitations of regression models for big data. For the regression models to be adequate, some assumptions about the population of data must be met: (1) Probability distribution of independent values must exist, (2) the variances of all the distributions must be equal, and (3) the means of the distributions must all fall on the regression lines. In a complex data environment with dynamic interdependencies, such assumptions for linear, independent and well-behaved regression models are rarely met. Research in big data can employ, for example, support vector machine (SVM) that functions as a non-probabilistic binary classifier, which can be trained (based on supervised machine learning) to map its inputs into high-dimensional feature spaces to perform a nonlinear classification.

Academic analytics is not exactly big data. Although the size is smaller, academic analytics retains many complications of big data analysis. Correlations and patterns imply complex causalities. The availability of data does not mean that correct or useful interpretations can be achieved automatically. Skilled data scientists and wisdom in strategic decisions by the university leadership are even more necessary with the availability of academic analytics.
The implementation of learning analytics (LA) may also entail complicated new ethical dilemmas. If LA involves location tracking and biometrics that come with new evolving technology, questions about data privacy and data usage in LA can become complicated. Especially if data belonging is not clear cut (does the data belong to individual, institution, or data collection system vendor?) (Reyes, 2015). Even when students are being made aware that their engagement in LMS is being monitored, do their consents only relate to data collection or also include data analysis and reuse (Lawson et al., 2016)? Could students opt out of this action? Care should also be taken in labelling students according to LA as at-risk students. Studies confirmed that teachers’ biases towards students (positive or negative) could influence the performance of students (Gino, 2018). Higher education institutions must be aware of the ethical rights of students in implementing LA systems.

Conclusions

The interviews with several deans and university leaders of Universitas Pelita Harapan (UPH) indicate the potential usefulness of academic analytics pursued in Universitas Pelita Harapan. Direct comparison of GPA distributions throughout departments might already be valuable. The better departments might show curves more like the normal Bell curve, which shows that the department is good enough with a low number of struggling students but challenging enough that students must work hard to achieve high GPAs.

If the GPA data are combined with the admission demographic data, the admission ranking and high school grouping by reputations data used by the admission process, they might give additional interpretation angles for the comparison of GPA across different departments. Such a combination of data might also inform, confirm or deny the efficacy of the admission criteria/processes.

Other potential uses of academic analytics identified from data observation and interviews include (1) Early warning for failing students, (2) Mapping and analysis of alumni jobs, (3) optimising the number of full-time/part-time lecturers, and (4) optimising classroom utilisation.

Research results showed that the cumulative GPA is the strongest predictor of students’ learning success. Therefore, to achieve reasonable added value than just observing students’ cumulative GPA, successful implementation of learning analytics must involve a thoughtful design of data observation into the learning settings. Simply observing login, clicking or posting behaviours might not give a useful predictor for students’ success. Awareness of ethical questions related to the implementation of learning analytics must also guide higher education policies.

The observation of many datasets and interviews with deans and university leadership in UPH also increased our awareness of the complicated task of data interpretations. Discussion with
stakeholders and the availability of skilled data scientists are crucial for fruitful strategic decisions with academic analytics.
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